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This presentation will take you on a journey

Towards planning your organizations’ Al architecture, infrastructure and operations
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What is the
current data
1 architecture?

Its channlenges?

Current
State



What are the needed architecture, operations and
infrastructure to effectively deploy Al?

2

Future What are the different
Architecture tools categories?

& Tools
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How should companies organize
to leverage GenerativeAl models?

3

Organizing
for GenAl




What are the main risks? How
can organizations mitigate them?

How will the EU Al act affect the
industry?




Are there solutions to mitigate risks?
What should organizations do?

5

Solutions &
Recommen
dations




What are the future
directions of the Al industry?







What is the
current data
1 architecture?

Current
State




Current Data Analytics Architecture
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>hitecture Issues
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Which operational model do companies use today?

‘ Waterfall
Design
Milestone Milestone Milestone Milestone
Build
Sprint Sprint Sprint Sprint
B EBH B B rost
ML —> | MLOps Deploy
meser I
— [
/ Source: Mobifilia e
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Existing data organizations
look like this:

Front
Bl Dev.
System analysts
Back *per domain
DE and ETL
"ML 1| DW
I Advanced |
| analytics ‘ Issues:
————— « Slow TT™M
| Dependency

Focus on delivery
(not discovery)
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What are the needed architecture, operations and
infrastructure to effectively deploy Al?

2

Future What are the different
Architecture tools categories?

& Tools
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Data Store

[ODS Operotional}

. N

Data Sources

Ve

Consumers:
A IVt | Business users
na y ICA Partners
Layers Applications
(Data+Analytics+Al) (via APl or Data

updates)
ODS
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/ \ [ OoDS

Internal sources Data Lake |/ Data Bl i
Lake House Warehouse
ML Training

Cloud . : Code libraries,

Virtualized Data Vault 2.0 APIs to cloud
External sources Online CDC bata models .

Nigslelagllale
\L Central Data Store J Al model
Sensors consumption

Online and Batch Virtualize

o J o J

Holistic Data Layer

Governance:
Catalog Access

Operations:

Automation Cloud and On

Management

Self Service and Organization

Preparation MLOPS
LLMOPS CICD
Monitorin

Auditing QA
Regulation Lineage
Metadata

Premise
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Which tools are needed for your modern

Data Ingestion and

processing-preparation :

ETL, Streaming, CDC, code
(python)

Data stores Cloud\On
premise (Vector Databases)

Data virtualization tools
(Logical Data)

Data governance tools :

QA, Security, compliance,

lineage, data catalog,

metadata management

~E

¢/‘l N

data factory?
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Self service Bl tools —
visualization tools

ML and Al tools

Data pipeline &
orchestration Data Ops.
MLOps LLMOPS

IDP Internal
Development Platforms
— how will developers
access analytics

components
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Internal sources Data Lake / BI
Lake House
ML Training
Cloud Code libraries,
Virtualized API's to cloud
External sources On line CDC models
Streaming . |
\ Central Data Store / Al model
Sensors  ~ consumption
j Online and Batch Virtualize \
Holistic Data Layer
Operations: Governance:
. Catalog Access
Automation Audit?ng QA Self Service Cloud and On Management
Preparation MLOPS rReaulation Lineage Premise and Organization
LLMOPS CICD Hrotadaty 2
Monitoring Metadata
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‘g‘ State of Data in Israel

Data Lake

Lakehouse

=

Data Lake

Data
Warehouse 34%

DW remains mostly on premise

Cloud’s leading use case:

=
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Internal sources

\ [ OoDS

Cloud

External sources

Sensors

v

:

Online CDC
Streaming -

o

Data Lake /[ Data
Lake House Warehouse
Virtualized Data Vault 2.0

Online and Batch Virtualize

Central Data Store /
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Holistic Data Layer

Monitorin
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Operations: Governance:
Automation Catalog Access
Preparation MLOPS Auditing QA
LLMOPS CICD Regulation Lineage
Metadata

Bl

ML Training
Code libraries,
API's to cloud
models

Al model
consumption

o

J

Cloud and On

Self Service .
Premise

Management
and Organization
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Automation tools -
MLOPS main features

# comet @ neptune.ai

s@ Snorkel ¥
-~

( OPERATIONALIZATION )
MODEL MONITORING b MODEL DEPLOYMENT/SERVING by
Aarize yllevoennival ) fiddler Losswyse Lnravel| | qlsentome % Kubeflow “secoon ¥
O AN )
4 MODELING >
( FEATURE ENGINEERING N MODEL VERSIONING )
Bdotlata @ FeasT JRASGO o/ DL miflow ModeDB (@) neptune.ai
3 P S J
( EXPERIMENT TRACKING Nt HYPERPARAMETER OPTIMIZATION i

[ﬁ] Bl sIGOPT
SCIKIT-OPTIMIZE

Model building automation - model
selection, data preparation, feature
engineering, model training

Model registry [ versioning

Automation testing ( & AB testing) and
experiment management

Model monitoring logging

DATA MANAGEMENT

( DATA LABELING Y DATA STORAGE & VERSIONING B M d | ( . |( | )

AL OMent O lobsbex  Press £ comet D\C Bl s hierms B odel governdance (risk, compliance
\. 7N o . g g .
> — <+ Model optimization (GPU / Cloud options)
aneﬁmk P /F‘ JUDZRA  gouoprics  DtaRODO {Foomivo H20.ai Iriguazio | Weights & Biases @Valohai i Vertexal N . .
2 |+ Continuous integration and deployment
.

https://research.aimultiple.com/mlops-tools/
~E
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Automation tools
— LLM Ops

The Operational management of LLMs in production
environments. It encompasses the practices,

techniques, and tools used to effectively deploy, The LLMOPS part from the landscape
; ! ) ) - \
monitor, and maintain LLMs: SEHER MLOPS TOOLS
( FEATURE STORES & PLATFORMS 1 (INTEGRATIDN FRAMEWORKS VECTOR DATABASES
@ FEAST [eatureform # HOPSWORKS T2 TON DUST . LangCrain vamaindt || 88 o P Weaviate
' '
. Data Collection and Preprocessing e— = ——
*  Model Selection and Training ( FINE-TUNING ToOLS Y[ vewrestine voois RLHF SERVICES
. EVOIUOUOH @ Argilla DeepSpeed Oc%ML * PromptLayer together.ai ¥ Bespoken @ & appen cickwo e sk Prolifi
. . p J N\
o Prompt Englneerlng ( LLMS b 1 LLMOPS FRAMEWORKS h
*  Explanation and Interpretability Allcbs ® cohere @ovonat || £ comet Tcoopser LAMING S, @ soork ) Titan
. Model Optimization
_|_ t d M t N RETRIEVAL-AUGMENTED GENERATION MODELS
es lng on Onl Orlng ( RAG IN LLMS i RAG FRAMEWORKS & LIBRARIES )
° Deployment Ond Sco“ng & & HuggingFace  0OMetaAl (& OpenAl () [ haystack Google
. Versioning and Updates . P | xesie )
+  Ethics and Governance e Al OVERNANCE <
OTHER Al GOVERNANCE TOOLS " Al GOVERNANCE PLATFORMS
O» credoai ¥ FAIRLY pAmind % vonimaur O 6’\3 CLOUDZRA A Devron 18M Cloud Pak for Data %
\ Smuhed gk databricks governance J)

https://research.aimultiple.com/mlops-tools/
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Differences between MLOPS and LLMOPS

Maturity of tools and field Mature Less Mature

Data Management Smaller, label-based Massive text corpuses requiring petabyte
training data storage

Training / customizing Training from scratch or Use pretrained Foundation Models with
use transfer learning lots of customization options

Prompt engineering N/A Crafting prompts

Resource requirements Varies Extremely large models with high

computational needs

Cost optimization Sometimes important Crucial

Output filtering N/A Block generated toxic text

Rate limiting and query triage Sometimes important Very important

(analyzes questions to extract
complexity signals
omplexity signals)
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Internal sources

Cloud

External sources On line .CDC
Streaming_~
\ Central Data Store /
Sensors .
\ ) Online and Batch Virtualize )
Holistic Data Layer
Operations: Governance:
; Catalog Access
Automation d : Cloud and On
Preparation MLOPS Auditing QA Self Service Promi
LLMOPS CICD Regulation Lineage remise
Monitoring Metadata
~E
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Data Lake /[
Lake House
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Warehouse
Virtualized Data Vault 2.0
Data
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ML Training
Code libraries,
API's to cloud
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Al model
consumption
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Management
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Data Vault 2.0 - the middle road

Data Lakes

Data Warehouse Data Vault 2.0

Enables fast modification
to the model

Do it yourself. This makes
everything faster. But:

Data Quality and Governance

Data Silos and Lack of
Integration

Security and Privacy Concerns
Data Discoverability
Performance and Scalability

Lack of Data Ownership and
Accountability

Becoming “Data Swamp”

Most of DW is based on
Star Scheme
+ Advantages:

+ Simplicity and

Every data source is
related to the existing

Understandability: model
* Query Performance
+ Disadvantages:
+ Data Redundancy

* Lack of Flexibility

Fast uploads

Primary Technical Keys
are generated +
source/time of loading

~_‘E§
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Israeli organizations are just starting to adopt a
product approach for data & analytics

40% n7nnnw X2 992
7N win'y D110 N N1 NI
nanNpynn T ||||3‘7 —

; ﬁ | State of Data in Israel
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The Four Fundamental Team Topologies

Complicated subsystem team B
0
|

Enabling team

Stream-aligned team

TEAM —T_é
TOPOLOGIES

~— Source: Skelton, Matthew; Pais, Manuel. Team Topologies

. SN
MATTHEW SKELTON
ond MANUEL PAIS
|

: N
- : l"‘
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Data Product Teams

A Data Product team is a “stream-aligned” team - several other teams including “platform”, “enabling”
and “complicated subsystem” teams make it easier for Data Product teams to do their work

Data Product Team

A Data Product team is a Stream Aligned
team, supported by enabling, platform, and

Producer Teams Sompicated subeystem taams Consumer Teams
(Stream Aligned Team) ot ) (Stream Aligned Team)
This team produces data that is : ‘ .':. This team consumes data that is
ingested by the data product managed by the data product
team; This team may be a data Stream Aligned Team team; This team may be team or

product team. another data product team.

This team is aligned to a flow of work
and has end-to-end accountability, and
skills needed, for delivery of the work.

| MATTHEW SKELTON
ond MANUEL PAIS

Team Topologies f
provides an outstanding .

description of the
various teams involved
in delivering software. |

use the Team

{;gz‘;ﬁﬁ it Platform Teams Complicated Subsystems Enabling Teams

Mesh / Data Product These teams provides These team addresses situations where These team helps a Stream-aligned

team structures and technical services that sophisticated capabilities (unique team to overcome obstacles. This

roles. accelerate delivery by technologies, calculations, or skills) are team acts as a “consulting” team
Stream-aligned teams. This needed. In many cases, these subsystems provided short-term services and
team typically provides “X- are “wrapped” to make them easier for typically interacts on a
as-a-Service” capabilities Data Product team consumption collaborative, short-term basis

I Figure 1, Data Product Teams
- Source: Eric Broda

v
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How should companies organize
to leverage GenerativeAl models?

3

Organizing
for GenAl
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GenAl is evolving fast — technology is not stable

GenAl model basic characteristics:
« Number of Parameters & number of layers
« Corpus Size the amount of text data the LLM was trained on — measured in tokens

Now we see SLM “Small
Language Model”

Smaller models with under 1
billion parameters

Language Model Sizes Over Time VS. mgny bi”IOnS up tO
; trillions of parameters in the
LLM’s

Until recently — LLM —
Large Language

Models — the bigger
the better

Jurassic-1(178B)

Megatron-LM (8.3B)

®  Turing-NLG (17.28)

5/(11B)

®  GPT-2(1.58)

(IN BILLIONS OF P

BERT-Large (340M)

ELMo (94M)

, =
b : l"‘
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Foundation Model
customization best
practices are not para

Fine Tuning-
Retraining the LLM on

g = a small, task-specific
t ALGORITMEMS

stable AI.GRN‘I‘ING\S S (\‘J » Elis dataset.

. . R : e %
Prompt Engineering N S \ Parameter
- Iteratively refining ,/‘ C 7 N __— COMPUTING Tuning
prompts for better TRAINNG & A SSoas POWER
results. POWER [\ (@ M — e = RAG - Retrieval

. . ’ = i Augmented
Prompt Tuning g M |f | T [ oenoration

(hard and soft
tunning) - Optimizing
LLM parameters based
on specific prompts and
outcomes.

Retraining-

: Training the LLM from
Al P%) scratch on anew,
A ossibly large

~ dataset

) _ - e
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GenAl and your spending - It's complicated

Training a model: . Using a model (Inference)
Soon we will need

According to unverified AIFINOps Mistral Open Source model

: : _ s summarizing text

information leaks, GPT-4 was practitioners

. o ge A1024GBGPU  A100 40GB GPU
trained on about 25,000 Nvidia . .

(1500 input +100 (1500 input + 100
A100 GPUs for 90-100 days . output tokens)  output tokens)
|
est Latency 4.1 sec 25ec
* 324KS$ per server were needed without significanty
for total of 1B$ hurting latency) 09 36
Latency (at max RPS)

. . . 50/p90 58sec/58sec  A7sec/4Tsec
Estimation of training costs for iiachi:eT)ype AWS (g5.xlarge)  GCP (a2-highgpu-1g)
GPT-4 was around $63 million. '

Cost per hour (Spot) §0.30 §1.45
Cost per hour (On-demand) $1 $3.50

Source: https://www.linkedin.com/pulse/7-lartsim-30b-benchmarks-truefoundry-uj9bc/

‘l Don't Try This AT Home|

= / (K
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GenAlissues:

* LLM's have tendency to generate
plausible-sounding but false or
nonsensical statements

* Hallucinations type:
* Incorrect facts “was born in 2001”
* Fabricated information “use this URL”
“this company is doing ...”

« Weird or Creepy Answers “I am in love
with New-York”

N - e . . N
i ~=Z_  https://builtin.com/artificial-intelligence/ai-hallucination

y
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Example of hallucination

Question to LLM : give list of products for

code generation?
Answer: ... Kite: Provides intelligent code

completions, documentation lookup,
and on-the-fly code examples for
Python, JavaScript, and other languages

Kite is saying farewell
1' By Adam Smith, Founder
November 16, 2022

From 2014 to 2021, Kite was a startup using Al to help developers write code. We have stopped

working on Kite, and are no longer supporting the Kite software.

;"
r‘i STKI.INFO Copyright@STKI_2024 Do not remove source or attribution from any slide, graph or portion of graph



What are the main risks? How
can organizations mitigate
them? How will the EU Al act
affect the industry?




What is the risk for
enterprises using Al?

|IP.and copyrights Security — technology

violations in the model Malwars inside Al output
dati dat (especially code)

g ' -ncations, ddka Information is leaking

trained by the model, Who (credentic:ls, company

has the IP rights for content secrets)

created with Al help

Security — business
Bad/harmful
Recommendations
[business actions caused
by Al hallucinations or by
poisoned trained data

Privacy & regulatory
Toxic text generated, Data
leakage of PII, Algorithmic
discriminations

~— All the above in your supply chain

~E
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High-risk Al obligations
effective: June 2025

= Prohibitions effective:

Highest Fines December 2024

(up to €40 million
or 7% of global)

«.,\m ) W | Most prOVIS!OnS
gt "all effective: Mid-2026

alf
o

Formal adoption:
Mid-2024

y/

= WA 2
[ . v A ¢ °
Bt STKIL.INFO
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EU Artificial Intelligence Act: Risk levels

Prohibited

Social scoring, mass
surveillance, manipulation of
behavior causing harm

4 .
ﬁf’ Conformity
n " assessment

Impersonation, Chatbots, Tg?nslzarency

emotion recognition, biometric Limited risk obligation

categorization deep fake.

Remaining No
obligation

Minimal risk

-?
i

V:
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Which GenAl
models/service

currently comply
with the AIUI ACT?

No existing (leading) models
can claim full legal compliance
to the EU Al Act yet*

“*No foundation model provider
achieves a perfect score”

S—

Human-Centered

A

Source: 2023 Foundation Model Transparency Index

‘ Foundation Model Transparency Index Total Scores, 2023

Company

00 Meta Llama 2 ]
¥ Sgsden  BLOOMZ L
©openAl  GPT-4 [
stability.ai  Stable Diffusion 2 (D
Google  PaM2 G
aNTHROP\C  Claude 2 ]
® cohere Command ]
Al21labs  Jurassic-2 .

Inflection Inflection-1 G
amazon  Titan Text [

https://crfm.stanford.edu/Imth.tca-ia-ue/2023/06/15

Stanford University

Artificial Intelligence

Score

54%

53%

48%

47%

40%

36%

34%

25%

21%

12%

~E
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GenAl is helping the big companies to
become bigger

Foundation model training is
very expensive

Customization models is better
when you have more data

Xj e
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Are there solutions to

mitigate risks?

What should 5
organizations do? Solutions &

Recommen
dations




Tools [ options to

Defending the New LLM Frontier

Oop O o
End-to-End Security for the
Generative Al Era

LLMOps capabilities (discrimination /bias
engines / toxic text blocking, etc.)

DLP when prompting or when using with API
Compliance [ security management tools for
Opensource

« Use Al risk tools when available
"Enterprise Edition” cloud solutions
On premise installations

H
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Recommendations for
enterprises regarding Al risks

Evaluate their risks in the different vectors and set their policy
to the different activities & domains

Enhance the security awareness program with Al related topics

Implement Al security tools when available

For most of the enterprises the “enterprise edition” offering might
lbe good enough

Evaluate Al risks and solutions every 6 months

Copyright@STKI_2024 Do not remove source or attribution from any slide, graph or portion of graph °
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What are the future
directions of the Al
industry?




A glimpse to the Al future

Large is out, Small is In

Al smartphones

Proactive & Contextual Al

Auto Pilot (Agents)

No more “just text”, multi modality

~— takes over

~_
r /“
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Beware of the
“shiny object syndrome”

There is no substitute for:

A. Having a clear business case
B. Having trustworthy data
C. Continuous discovery

S—

Xj °
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gk —

Good luck with planning your future
Al architecture & operations

=

~=_
r /-‘
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